An Atomistic Model for Simulations of the General Anesthetic Isoflurane
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An atomistic model of isoflurane is constructed and calibrated to describe its conformational preferences and intermolecular interactions. The model, which is compatible with the CHARMM force field for biomolecules, is based on target quantities including bulk liquid properties, molecular conformations, and local interactions with isolated water molecules. Reference data is obtained from tabulated thermodynamic properties and high-resolution structural information from gas-phase electron diffraction, as well as DFT calculations at the B3LYP level. The model is tested against experimentally known solvation properties in water and oil, and shows quantitative agreement. In particular, isoflurane is faithfully described as lipophilic, yet nonhydrophobic, a combination of properties critical to its pharmacological activity. Intermolecular interactions of the model are further probed through simulations of the binding of isoflurane to a binding site in horse spleen apoferritin (HSAF). The observed binding mode compares well with crystallographic data, and the calculated binding affinities are compatible with experimental results, although both computational and experimental measurements are challenging and provide results with limited precision. The model is expected to be useful for detailed simulations of the elementary molecular processes associated with anesthesia. Full parameters are provided as Supporting Information.

Introduction

Inhalation of certain volatile substances has been known to cause immobilization and loss of consciousness for more than a century, and use of compounds such as diethyl ether to perform anesthesia started what can be seen as a new era for surgery.1 The major family of inhaled anesthetics historically available, and in part still used today, comprises halogenated hydrocarbons (like halothane) and ethers, such as isoflurane. Despite being extensively used throughout the past century, the mechanism of general anesthesia by inhaled agents is hardly understood in any molecular detail.2 Two types of mechanisms have been postulated to explain the modulation of synaptic transduction by anesthetics. Because of the correlation between anesthetic potency and oil/water partitioning coefficient known as the Meyer—Overton rule,3,4 an indirect mechanism has been proposed, in which anesthetics affect response of the postsynaptic membrane by modulating its physical properties through interaction with its lipid component.5 The other major research direction concerns direct interaction of general anesthetics with the ligand-gated ion channels that are responsible for the electrical response of the postsynaptic cell. Franks and Lieb observed6 that Meyer—Overton-like solubility/potency correlation does not extend across n-alcohols and clinical anesthetics, although it can be improved if solubility in n-octanol, rather than olive oil, is considered. This led them to conclude that the sites of anesthetic action are not purely hydrophobic. The relevance of the Meyer—Overton rule was further brought into question by the discovery of noninmmobilizers,7,8 lipophilic compounds (such as n-alkanes and halogenated alkanes) whose anesthetic potency is lower than would be expected from their oil solubility. Unlike alcohols, however, the anesthetic potency of these substances cannot be accounted for by a mere solubility rule in a simple solvent.9,10 Pohorille and co-workers formulated a modified Meyer—Overton rule, stating that anesthetic potency correlates with preference toward polar/hydrophobic interfaces, rather than lipophilicity, and described anesthetic compounds as interfacially active.10–14

The broad, ongoing effort to investigate this mechanism in microscopic detail brings together experimental and computational approaches. Molecular modeling and simulations have been applied to the study of anesthetic partitioning into model membranes11,12,15–17 as well as their interaction with transmembrane ion channels18–20 see ref 21 for a review. Simulation approaches require well-parametrized empirical models of the compounds involved. Compounds such as halothane and isoflurane are challenging in this respect, because few halogenated alkanes—and no halogenated ethers—are described by standard biomolecular force fields. Models of halothane were published by Scharf and Laasonen22 and more recently by Tang and co-workers.23 Those models were not designed for compatibility with biomolecular force fields, and thus may not yield an accurate description of the interactions of anesthetics with biomolecules. A recent modeling study by Bertaccini et al.24 used a combined semiempirical/molecular mechanics description to model the polarization of halothane, dichloroethane, and
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bromoform in protein environments. Pohorille et al. constructed a model of isoflurane,\textsuperscript{10} but the complete set of parameters was not published. Here, we present an empirical, atomistic model of isoflurane compatible with the widely used CHARMM force field for biomolecules,\textsuperscript{25,26} and the water model TIP3P.\textsuperscript{27} Target properties for the parametrization include the geometry, density, heat of vaporization, molecular electrostatic potential, and interaction with isolated water molecules. Additionally, the free energies of solvation in both water and oil are shown to agree quantitatively with experiment.

In order to verify that the isoflurane model interacts realistically with amphiphilic cavities like those to which it is thought to bind, interactions between isoflurane and HSAF were simulated. Ferritin is one of the few soluble proteins for which high-resolution structural data of a complex with an anesthetic is available. Ferritin monomers are four-helix bundles (similar in topology to the transmembrane domains of Cys-loop ligand-gated ion channel subunits); when oligomerized into the biological 24-mer, a small binding site with high affinity for anesthetics is formed at the interface between monomers.\textsuperscript{28} Furthermore, measurement of binding affinity to the HSAF binding site can provide a preliminary screening process for the discovery of new anesthetics.\textsuperscript{29} A previous\textsuperscript{28} measurement of isoflurane affinity for HSAF used a racemic mixture; for a more direct comparison between simulation and experiment, we report on new experimental measurements, using enantioselectively pure isoflurane, indicating that (S)- and (R)-isoflurane have nearly equivalent affinities for HSAF. Computational binding affinity calculations of both enantiomers, as well as a relative affinity measurement, overlap experimental results within error.

Methods

The parametrization of isoflurane proceeded in stages, using target properties obtained either from our electronic structure calculations or the experimental literature. Published experimental values of condensed-phase properties (density and standard enthalpy of vaporization of liquid isoflurane),\textsuperscript{30} and Gibbs free energy of solvation in water\textsuperscript{31}) were used. Gas-phase properties were obtained from quantum mechanical calculations and include the minimum-energy structure, molecular electrostatic potential, and torsional potentials around C–C and C–O bonds, as well as the interaction energy and geometry of two isoflurane–water dimers. Electronic structure calculations were validated by comparison with high-resolution structural data obtained by gas-phase electron diffraction.\textsuperscript{32}

Electronic Structure Calculations. All electronic structure calculations used the program Gaussian 03,\textsuperscript{33,34} at the DFT level with the B3LYP hybrid exchange-correlation functional.\textsuperscript{35,36} B3LYP is known to give accurate geometries for small molecules containing only first-row atoms\textsuperscript{36} and to describe hydrogen-bonded complexes in good agreement with higher-level Møller–Plesset methods.\textsuperscript{37} In isoflurane, the chlorine atom may not be as well-described by B3LYP as by less approximate methods, but the computational efficiency of B3LYP makes it attractive, and comparison with other data shows its accuracy to be sufficient (see the Results and Discussion section). A minimum-energy structure of (S)-isoflurane was obtained with a 6-311+G(2d,p) basis set. Fully relaxed potential energy surfaces (PESs) were computed for rotation around three torsional angles: F1–C1–C2–O, C1–C2–O–C3, and C2–C3–O–F4. Relaxed torsional scans in redundant internal coordinates used the 6-311G* basis set. To balance the nonbonded interactions with water, possible isoflurane–water complexes were optimized, although only two were found to be stable. In these calculations, all degrees of freedom were optimized with a counterpoise correction\textsuperscript{38} to the basis set superposition error (BSSE) and tight convergence criteria; the basis set was 6-311+G(2d,p).

Parameter Adjustment. Reference values of bond length and valence angle parameters were taken from the minimum-energy conformer determined in the DFT calculation. Because the emphasis of this model is to describe accurately the conformations and intermolecular interactions of isoflurane, rather than its vibrational properties, force constants for those terms were taken to be typical values for similar structures in the CHARMM force field.

Torsional potentials, in contrast, were carefully fitted to reproduce the quantum-mechanical PES. Torsional terms of the CHARMM energy function have the form of cosine series:

$$V(\phi) = \sum_{k=1}^{n} V_k [1 + \cos(k\phi - \delta_k)]$$

(1)

In the CHARMM force field, torsional potentials serve as corrections to purely nonbonded terms so that classical 1–4 interactions are consistent with quantum mechanical calculations. In principle, they could therefore be calculated by a nonlinear fit of expression 1 to the difference between the quantum-mechanical PES and the classical PES originating only from the nonbonded interactions. However, because of coupling through nonbonded interactions, the effective classical PES of each 1–4 interaction depends not just on the associated torsional parameter but on all torsional parameters in the molecule. Therefore, an iterative procedure was employed: each step determined an additional correction to the torsional parameters by performing a nonlinear fit of expression 1 to the difference between the quantum-mechanical PES and the classical PES determined using torsional parameters from the previous iteration.

Initial values of the Lennard-Jones (LJ) parameters were taken from those of related compounds in the CHARMM force field, refined based on bulk simulations and tested using solvation free energy calculations (see the corresponding Results and Discussion section below). An initial set of partial atomic charges was determined from a RESP calculation\textsuperscript{39} with restrained hydrogen charges, based on the B3LYP/6-311+G(2d,p) molecular potential. A Mulliken population analysis gave unreasonably large charges. RESP charges were rounded to 0.01 e and only underwent a minor manual adjustment, as explained in the Results and Discussion section.

Charges and Lennard-Jones parameters were hand-modified to reproduce the stability, geometry, and energy of isoflurane–water complexes. The TIP3P water model\textsuperscript{27} used with CHARMM predicts a water dimer interaction energy of −6.95 kcal/mol, larger than that predicted at the B3LYP level with BSSE correction (~4.84 kcal/mol). The target isoflurane–water interaction energies were scaled accordingly, in order to achieve a proper balance between water–solute and water–water interactions. This accounts for the fact that the force field is designed for the condensed phase rather than vacuum calculations: its parameters are adjusted to include a mean-field contribution of many-body polarization in the liquid phase.

The parametrization and testing process was iterated until a self-consistent set of torsional and nonbonded parameters was reached that satisfied all target properties. Because the CHARMM energy functional includes 1–4 nonbonded interactions, the conformation is very sensitive to nonbonded parameters, whereas bulk properties are not sensitive to minor changes in conformational properties. For that reason, the last step was a final adjustment of the torsional potentials.
Simulations of the General Anesthetic Isoflurane

Experiments measuring partitioning of anesthetics into nonpolar phases typically use olive oil, whose major components are triglycerides such as trioleylglycerol. The bulk of the oil phase can hence be well described by long alkan chains; the present simulations use liquid dodecane as a nonpolar solvent. Soltion in water was studied using the modified TIP3P model27 typically used with the CHARMM force field.

Soltion of isoflurane in both water and oil was studied along an unphysical, but computationally expedient pathway, wherein the solute is progressively decoupled from the solvent. Decoupling is obtained by turning off intermolecular interactions using a scaling parameter $\lambda$. These transformations were sampled using a modified version of the alchemical free energy feature of NAMD,41 available with version 2.7b142 and later versions. This implementation performs a decoupling of the solute from its environment, where the nonbonded pair potential $V_{\text{NB}}$ is scaled according to a dual coupling parameter ($\lambda_{\text{LJ}}, \lambda_{\text{elec}}$), and Lennard-Jones potentials are replaced with the soft-core potential of Zacharias et al.:43

$$V_{\text{NB}}(r_{ij}) = \lambda_{\text{LJ}} \epsilon_{ij} \left[ \frac{R_{ij}^{\text{min2}}}{r_{ij}^6} \right]^6 - \frac{R_{ij}^{\text{min2}}}{r_{ij}^2} - \frac{\lambda_{\text{elec}} \epsilon_{ij} q_i q_j}{r_{ij}}$$

where $R_{ij}^{\text{min2}}$ and $\epsilon_{ij}$ are the Lennard-Jones parameters of particle pair $(i,j)$ (calculated from appropriate combination rules), $q_i$ and $q_j$ their respective charges, and the “shift distance” $\delta$ is a tunable parameter whose value affects the hardness of the soft-core potential for $0 < \lambda_{\text{LJ}} < 1$. In practice, $\lambda_{\text{elec}}$ is scaled down to zero before $\lambda_{\text{LJ}}$ reaches zero, thus avoiding the numerical singularities in the sampled interaction potential that would arise from bare charges.

As is common practice, the transformation was split into 24 stages or “windows”, and run forward and backward (decoupling followed by recoupling), as indicated in Figure 2A. The “shift distance” parameter $\delta$ in eq 2 was set to 7.0 Å2 for the water system and 5.5 Å2 for the dodecane system, after optimization by trial-and-error. In each window, a short relaxation (1 ps) was followed by 25 ps of data collection. For each transformation, 10 independent simulations (replicas) were performed using different initial velocities and seeds for the stochastic term in Langevin dynamics and the Langevin piston algorithm as implemented in NAMD.42 Pairwise nonbonded interactions were truncated at a distance of 12 Å, with a smooth switching function above 10 Å. Full electrostatics were included through the particle mesh Ewald method, using a real-space grid spacing of 1 Å or less. The multiple time step r-RESPA integrator was used, with a base time step of 2 fs and an extended time step of 4 fs for soft, long-range interactions. For each set of parameters, a 100 ps equilibration (starting from a previously equilibrated liquid system) was followed by a 1 ns trajectory used to compute average properties.

Validation of Solvation Properties: Partition Coefficient in Water and Oil. Experiments measuring partitioning of anesthetics into nonpolar phases typically use olive oil, whose major components are triglycerides such as trioleylglycerol. The bulk of the oil phase can hence be well described by long alkan chains; the present simulations use liquid dodecane as a nonpolar solvent. Soltion in water was studied using the modified TIP3P model27 typically used with the CHARMM force field.

Soltion of isoflurane in both water and oil was studied along an unphysical, but computationally expedient pathway, wherein the solute is progressively decoupled from the solvent. Decoupling is obtained by turning off intermolecular interactions using a scaling parameter $\lambda$. These transformations were sampled using a modified version of the alchemical free energy feature of NAMD,41 available with version 2.7b142 and later versions. This implementation performs a decoupling of the solute from its environment, where the nonbonded pair potential $V_{\text{NB}}$ is scaled according to a dual coupling parameter ($\lambda_{\text{LJ}}, \lambda_{\text{elec}}$), and Lennard-Jones potentials are replaced with the soft-core potential of Zacharias et al.:43

$$V_{\text{NB}}(r_{ij}) = \lambda_{\text{LJ}} \epsilon_{ij} \left[ \frac{R_{ij}^{\text{min2}}}{r_{ij}^6} \right]^6 - \frac{R_{ij}^{\text{min2}}}{r_{ij}^2} - \frac{\lambda_{\text{elec}} \epsilon_{ij} q_i q_j}{r_{ij}}$$

where $R_{ij}^{\text{min2}}$ and $\epsilon_{ij}$ are the Lennard-Jones parameters of particle pair $(i,j)$ (calculated from appropriate combination rules), $q_i$ and $q_j$ their respective charges, and the “shift distance” $\delta$ is a tunable parameter whose value affects the hardness of the soft-core potential for $0 < \lambda_{\text{LJ}} < 1$. In practice, $\lambda_{\text{elec}}$ is scaled down to zero before $\lambda_{\text{LJ}}$ reaches zero, thus avoiding the numerical singularities in the sampled interaction potential that would arise from bare charges.

As is common practice, the transformation was split into 24 stages or “windows”, and run forward and backward (decoupling followed by recoupling), as indicated in Figure 2A. The “shift distance” parameter $\delta$ in eq 2 was set to 7.0 Å2 for the water system and 5.5 Å2 for the dodecane system, after optimization by trial-and-error. In each window, a short relaxation (1 ps) was followed by 25 ps of data collection. For each transformation, 10 independent simulations (replicas) were performed using different initial velocities and seeds for the stochastic term in the Langevin thermostat. The total simulation time for one transformation was 12.5 ns. The free energy change was computed using the simple overlap sampling (SOS) formula44 based on data from all replicas, as explained in detail in the Appendix. This method is trivially parallel, even for a small system, and has excellent convergence properties provided that
relaxation of the system in response to a small change in the Hamiltonian is fast (small “Hamiltonian lag”
44,45). In this case, it provides a larger number of decorrelated samples for each stage of the transformation than would a single run with an equivalent total sampling time. The method is ideally suited for solvation calculations such as the present ones.

The periodic aqueous system contained one isoflurane and 814 water molecules, forming a cubic box of water with a length of about 30 Å. The isoflurane/dodecane system contained 128 dodecane molecules in a cubic periodic box of length 36.6 Å. Dodecane was modeled by the CHARMM27 force field.26 Simulations were run in the NPT ensemble, at a pressure of 1 bar and temperature of 298 K for water and 310 K for dodecane. Other simulation parameters were identical to those of pure isoflurane simulations.

The hydration free energy of isoflurane was also studied along a second, physical pathway, where one isoflurane molecule was transferred across a water–gas interface. This simulation was accelerated and the free energy profile computed using the NAMD implementation46 of the adaptive biasing force method (ABF).47,48 The ABF method relies on thermodynamic integration of the mean force exerted on a predefined collective variable to compute its associated free energy profile.

Transfer across the Water–Gas Interface. Transfer of isoflurane across a water–gas interface was simulated using the ABF method.46–48 The periodic system contained a roughly cubic water lamella of length 30 Å. The z-dimension of the periodic box was 60 Å, leaving an empty space of the same size as the water lamella. The ABF algorithm was applied on the distance z between isoflurane and the center of the water lamella, projected onto the normal to the water–gas interface. The free energy derivative as a function of z was accumulated in 0.2 Å wide bins. Data was accumulated for a total simulation time of 120 ns.

Ferritin–Isoflurane Simulations. Initial coordinates for MD simulations of one (S)-isoflurane molecule bound to apoferritin (Figure 3) were taken from crystallographic structure 1XZ3,28 which reflects a crystal comprising only the HSAF light chain. The HSAF dimer was solvated in a rectangular box containing about 12,000 water molecules. Ions were added to neutralize the system and bring the ionic concentration to 0.1 M. The total number of atoms in the simulation box was about 40,000. The same setup was also used for a simulation of (R)-isoflurane; the (S) enantiomer was replaced with (R) and the C1–C3 pseudobonds were aligned.

Both systems were simulated using NAMD2.7b1 in the NPT ensemble, at pressure P = 1 bar and temperature T = 300 K. The simulations used the CHARMM22-CMAP force field with torsional cross-terms39,50 for the protein; ion parameters from Beglov and Roux,51 and the modified TIP3P water potential27,52 (as in the solvation calculations). Periodic boundary conditions were applied, with particle mesh Ewald long-range electrostatics and a cutoff of 1.2 nm for Lennard-Jones potentials, with a smooth switching function starting at 1.0 nm. Bonds involving hydrogen atoms were constrained to their equilibrium length using SHAKE/RATTLE algorithm. Multiple time step integration was carried out using r-RESPA, with a base time step of 2 fs and a secondary time step of 4 fs for long-range interactions. The NAMD2.7b1 collective variables module52 was used to prevent rotation of the HSAF dimer within the simulation box, which would have caused interaction between periodic images, due to the dimer’s oblong shape. Minimization for 100 steps was followed by 25 ns of production, over which the protein rmsd was stable.

Ferritin–Isoflurane Binding Free Energy Calculations. Binding affinity was calculated using the alchemical free energy perturbation (FEP) module of NAMD2.7b1. Three transformations were conducted: decoupling of (S)-isoflurane, decoupling of (R)-isoflurane, and mutation of (S) into (R). The final frame of the (S)-isoflurane/HSAF dimer equilibration simulation lasting 25 ns was used as the initial frame for the (S)-isoflurane decoupling and mutation calculations; the final frame of the (R)-isoflurane/HSAF dimer equilibration served as the initial frame for (R)-isoflurane decoupling. The two decoupling calculations included a restraint on the center of mass of the isoflurane molecule to prevent it from leaving the binding site while decoupled; the restraint exerted no force when the isoflurane center of mass was within 3.5 Å of the binding site center, and exerted a harmonic restoring force with a force constant of 5 kcal/mol Å2 when the center of mass was outside that range. In the mutation calculation, a harmonic restoring force with a constant of 5 kcal/mol Å2 was applied between the centers of mass of the (S)- and (R)-isoflurane molecules. The transformation was performed as successive decoupling (integration over λ from 0 to 1) and recoupling stages (integration over λ from 1 to 0). Each decoupling or recoupling stage was split into 22 windows, sampled for a total of 11 ns. For each system, a series of three successive decoupling and recoupling calculations were performed, or a total of 6 calculations and 66 ns of sampling. The (S)–(R) mutation was also sampled in six stages, i.e., three successive forward-and-backward transformations. Each stage was sampled for 12 ns, split uniformly between 24 windows; the total sampling time was 72 ns. There are two advantages to running the calculations forward and backward repeatedly: each
window is sampled with multiple initial conditions and the distribution of values across repeated simulations provides an estimate of the error in the calculation.

Experimental Measurements of Binding Affinity. The preparation of enantiomerically enriched samples of the isoflurane enantiomers followed the published procedure of Huang et al.\(^\text{33}\) The final enantiomeric purity of the \((R)-(\pm)\)-isoflurane sample was 96.9\% ee, while that for the \((S)-(\pm)\)-isoflurane sample was 44.2\% ee. The lower value obtained for the \((S)\) enantiomer was due to our difficulty in purifying the lower melting diastereomeric salt between (\(1\)-aminoanthracene (\(1\)-AMA) binding. Briefly, operating at 30°C and 16 psi He.

Values for enantiomeric purity were established using chiral lamine and (1-chloro-2,2,2-trifluoroethoxy)difluoroacetic acid.\(^\text{31}\) The final enantiomeric purity of the \((S)-(\pm)\)-isoflurane was determined to be \((\pm)\) 103 g/L, well within 2\% of the experimental value of 1.50 \(\times\) 10\(^3\) g/L. This enthalpy of vaporization is 7.6 kcal/mol, identical within experimental precision to the target value.\(^\text{31}\)

Six putative isoflurane-water dimer structures were tested, each of which included a possible hydrogen bond (or weak, hydrogen-bond-like interaction). With one of the water hydrogens as well as the oxygen denoted as \(H_w\) and \(O_w\), the six dimers tested were:

1. \(H_1-O_w\)
2. \(H_2-O_w\)
3. \(O-H_w\)
4. \(O-H_w\), \(F_4-H_w\)
5. \(O-H_w\), \(F_5-H_w\)
6. \(H_1-O_w\), \(F_1-H_w\), \(F_2-H_w\)

Only the first two dimers were found to be stable at the B3LYP level—effectively forming weak \(C-H\cdots O\) hydrogen bonds.\(^\text{55}\)

<table>
<thead>
<tr>
<th>torsion</th>
<th>(k)</th>
<th>(V_k) (kcal/mol)</th>
<th>(\delta_k) (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC (C_1) (C_2) (O)</td>
<td>3</td>
<td>0.411</td>
<td>3</td>
</tr>
<tr>
<td>(C_1) (C_2) (O) (C_3)</td>
<td>1</td>
<td>0.654</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1.284</td>
<td>-87</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.363</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>(C_1) (O) (C_2) (F_4)</td>
<td>1</td>
<td>-1.264</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>0.656</td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.603</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 lists optimized torsional parameters. The resulting potential energy surfaces (PES) are shown in Figure 4, together with the quantum mechanically calculated targets. The combination of cosine series terms with independently fitted barrier heights \((V_k)\) and phase factors \((\delta_k)\) with 1–4 nonbonded interactions allows for very faithful reproduction of the target energy landscape by the empirical model.

Bulk Properties and Isoflurane/Water Complexes. A trial set of Lennard-Jones parameters, based on CHARMM parameters for fluoroalkanes,\(^\text{54}\) gave good results for bulk properties without further modification. The predicted density of the model at 298 K is 1.52 \(\times\) 10\(^3\) g/L, well within 2\% of the experimental value of 1.50 \(\times\) 10\(^3\) g/L. This enthalpy of vaporization is 7.6 kcal/mol, identical within experimental precision to the target value.\(^\text{31}\)

Figure 4. Ab initio and empirical potential energy surfaces for the torsional angles F1–C1–C2–O (black), C1–C2–O–C3 (red), and C2–O–C3–F4 (blue). Data is obtained from fully relaxed torsional scans at the B3LYP level (solid lines) and from the present model (dashed lines).
differ significantly from those proposed by Pohorille et al.\textsuperscript{10} The charge on the CF3 carbon, 0.38, presence of several additional electron withdrawing groups in the isoflurane molecule. The charge on the CF3 fluorine atom charge ($\bar{e}$) (ref 10 charge) $\epsilon$ (kcal/mol) $R^{\text{min}}/2$ (Å) 

<table>
<thead>
<tr>
<th>atom</th>
<th>charge ($\bar{e}$)</th>
<th>(ref 10 charge)</th>
<th>$\epsilon$ (kcal/mol)</th>
<th>$R^{\text{min}}/2$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_1$</td>
<td>0.38</td>
<td>0.683</td>
<td>$-0.020$</td>
<td>2.3</td>
</tr>
<tr>
<td>F$_{1-3}$</td>
<td>$-0.11$</td>
<td>$-0.179$</td>
<td>$-0.097$</td>
<td>1.6</td>
</tr>
<tr>
<td>C$_2$</td>
<td>$-0.28$</td>
<td>$-0.413$</td>
<td>$-0.055$</td>
<td>2.0373</td>
</tr>
<tr>
<td>H$_1$</td>
<td>0.25</td>
<td>0.287</td>
<td>$-0.050$</td>
<td>0.85</td>
</tr>
<tr>
<td>Cl</td>
<td>0.00</td>
<td>$-0.028$</td>
<td>$-0.254$</td>
<td>1.9811</td>
</tr>
<tr>
<td>O</td>
<td>$-0.12$</td>
<td>$-0.111$</td>
<td>$-0.120$</td>
<td>1.7</td>
</tr>
<tr>
<td>C$_3$</td>
<td>0.26</td>
<td>0.258</td>
<td>$-0.042$</td>
<td>2.05</td>
</tr>
<tr>
<td>F$_{4-5}$</td>
<td>$-0.16$</td>
<td>$-0.141$</td>
<td>$-0.105$</td>
<td>1.63</td>
</tr>
<tr>
<td>H$_2$</td>
<td>0.16</td>
<td>0.143</td>
<td>$-0.050$</td>
<td>0.84</td>
</tr>
</tbody>
</table>

* See Figure 1 for atom naming convention. Partial atomic charges from Pohorille et al.\textsuperscript{10} are listed for comparison.

C–O distances for the two dimers are 3.23 and 3.27 Å, whereas the respective H–O distances are 2.14 and 2.18 Å. Optimized geometries are depicted in Figure 5. In the CHARMM force field, the difference between polar and nonpolar hydrogens largely stems from a more compact LJ radius, effectively resulting in stronger electrostatic interactions. Reproducing the stability and properties of the two dimers was achieved by manually tuning the partial charges of atoms C2 and H1 (transferring a charge of 0.03 $e$ from H1 to C2), and adapting LJ parameters for the two hydrogen atoms. Final nonbonded parameters are listed in Table 2. The charge on CF3 fluorine atoms, $-0.11$, is slightly smaller than that in the CHARMM32 model for trifluoroethane (i.e., $-0.15$): This is explained by the presence of several additional electron withdrawing groups in the isoflurane molecule. The charge on the CF3 carbon, 0.38, is identical to CHARMM32. Overall, the partial charges differ significantly from those proposed by Pohorille et al.\textsuperscript{10} based on multifunction ESP fitting, although direct comparison of partial charges is not warranted here because the LJ potentials also differ between the two models.

**Partitioning into Water and Oil.** Isoflurane can clearly be considered lipophilic, since its partition coefficient into oil at 310 K is 90.8,\textsuperscript{31} corresponding to a standard solvation free energy of $5 \times 10^{-2}$ kcal/mol, not significantly different from zero for most experimental and computational purposes. Indeed, this lipophilic, yet nonhydrophobic character is a key property differentiating between general anesthetics and nonimmobilizers: nonimmobilizers are both lipophilic and hydrophobic.\textsuperscript{7,8}

The results are presented in Figure 2B in the form of the free energy change as a function of the coupling parameter $\lambda$. The alchemical decoupling calculation gives a hydration free energy of $-0.17 \pm 0.07$ kcal/mol, only a fraction of $k_BT$ away from the experimental value. The free energy profile for the transfer of isoflurane across the water–gas interface is provided as Supporting Information. The net transfer free energy between the gas phase and bulk water agrees quantitatively with the alchemical decoupling result. Interestingly, isoflurane does exhibit a clear preference toward the interface, similar to its affinity for the polar/nonpolar interface as documented by Pohorille et al.\textsuperscript{10} The solvation free energy in oil at 310 K is measured to be 3.0 $\pm$ 0.1 kcal/mol, again in good agreement with the experimental value of 2.8 kcal/mol. The complete decoupling free energy profile is provided as Supporting Information. Figure 6 depicts the free energy of transfer of isoflurane across the water–gas interface. The difference between plateau values agrees precisely with the partitioning free energy obtained from the alchemical decoupling calculation (Figure 2).

**Binding to HSAF.** Isoflurane Orientation. A racemic mixture of (S)- and (R)-isoflurane was used to measure the crystal structure of isoflurane bound to the HSAF dimer, but the resolution of the diffraction data was insufficient to distinguish between the two enantiomers.\textsuperscript{28} Therefore, although the 1XZ3 structure is modeled with (S)-isoflurane only, the original density presumably contains some combination of (S) and (R). The isoflurane backbone (C1–C2–O–C3) comprises the most well-defined density, and it is possible that its orientation in the complex may be identical for both enantiomers. Therefore, the isoflurane orientation within the HSAF dimer binding site was defined by the orientation of the vector $\mathbf{r}$ joining atoms C1 and C3. The reference orientation was defined to reflect the symmetry of the binding site and depended upon $\mathbf{r}_0$, the (S)-isoflurane orientation in the crystal structure, and $\mathbf{r}_0^\prime$, the orientation of its symmetry mate. The azimuthal angle $\theta$ was measured with respect to a z-axis defined as in Figure 7A, so that $\mathbf{r} = \mathbf{r}_0$ corresponded to an angle $\theta_0$, and $\mathbf{r} = \mathbf{r}_0^\prime$ corresponded to an angle $\theta_0^\prime = 180^\circ - \theta_0$. The polar angle $\phi$ was measured with respect to the $x$-axis defined in Figure 7A, so that $\mathbf{r}$ corresponded to an angle $\phi_0$ and $\mathbf{r}_0^\prime$ corresponded to an angle $\phi_0^\prime = -\phi_0$. These definitions were used for both (S)- and (R)-isoflurane, based on the assumption that the C1–C3 vector had the same orientation for both enantiomers.
Evolution of the angles $\theta$ and $\phi$ throughout 25 ns of the MD simulation is shown in Figure 7 for both (S)- and (R)-isoflurane. Both switch between two equivalent well-defined orientations that correspond reasonably well with those measured in the crystal structure. The difference between a typical configuration and the binding site and hydrogen bonding with nearby water.

**Figure 7.** Orientation of isoflurane (measured according to the vector $r = r_{c1} - r_{c3}$ in the HSAF binding site. (A) Definition of polar and azimuthal angles, with axes defined according to $r_0$, the vector corresponding to isoflurane in the crystal structure 1XZ3, and $r_C$, the vector corresponding to its symmetry mate. (B) Evolution of $\phi$ and $\theta$ angles over the course of the MD simulation. The dashed lines represent the two symmetric orientations indicated by the crystal structure.

The binding free energies $\Delta G_{bind}^{(S)}$ and $\Delta G_{bind}^{(R)}$ for the $S$ and $R$ isomer, respectively, are computed from simulations as

$$\Delta G_{bind}^{(S)} = - (\Delta G_u^{(S)} + \Delta G_{hyd}) = - (\Delta G_t^{(S)} + \Delta G_{hyd} + \Delta G_{rest})$$

$$\Delta G_{bind}^{(R)} = - (\Delta G_u^{(R)} + \Delta G_{hyd}) = - (\Delta G_t^{(R)} + \Delta G_{hyd} + \Delta G_{rest})$$

where the components of $\Delta G_{bind}$ are defined in **Scheme 1**: $\Delta G_t$ and $\Delta G_h$ correspond to decoupling of isoflurane from the HSAF binding site, with a center-of-mass restraint imposed to keep the isoflurane molecule in the binding site, and is calculated using FEP. $\Delta G_{hyd}$ corresponds to the solvation free energy of isoflurane, as reported in the previous section. $\Delta G_{rest}$ is the translational entropy cost of imposing the restraint, equivalent to

$$\Delta G_{rest} = k_B T \ln \left( \frac{V}{V_0} \right)$$

where $V$ is the volume of the spherical region of radius $r_{rest} = 3.5$ Å forming the flat portion of the restraint and $V_0$ is the volume available to one isoflurane molecule in a 1 M solution (the standard state).

**TABLE 3: Values Corresponding to the Free Energy Changes Defined in Scheme 1, as Measured Using Free Energy Perturbation**

<table>
<thead>
<tr>
<th>quantity</th>
<th>SOS (kcal/mol)</th>
<th>range (kcal/mol)</th>
<th>Expt (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta G_u^{(S)}$</td>
<td>9.3</td>
<td>8.0 to 10.7</td>
<td></td>
</tr>
<tr>
<td>$\Delta G_u^{(R)}$</td>
<td>10.3</td>
<td>9.5 to 11.1</td>
<td></td>
</tr>
<tr>
<td>$\Delta G_{hyd}$</td>
<td>$-0.2 \pm 0.1^b$</td>
<td>$-0.4$ to $0.1$</td>
<td>0.05$^c$</td>
</tr>
<tr>
<td>$\Delta G_{rest}$</td>
<td>$-1.3^d$</td>
<td>$-0.4$ to $0.8$</td>
<td>0.1$^d$</td>
</tr>
<tr>
<td>$\Delta G_{bind}^{(S)}$</td>
<td>$-7.8$</td>
<td>$-6.5$ to $-9.2$</td>
<td>$-5.4/-6.0^f,-7.3^b$</td>
</tr>
<tr>
<td>$\Delta G_{bind}^{(R)}$</td>
<td>$-8.8$</td>
<td>$-8.0$ to $-9.6$</td>
<td>$-5.2/-6.0,-7.3^b$</td>
</tr>
</tbody>
</table>

$^a$ $\Delta G_{rest}$ is calculated via eq 5, and $\Delta G_{bind}^{(S)}$ and $\Delta G_{bind}^{(R)}$ are calculated via eq 4. $^b$ Error margin calculated from eq 8. $^c$ Reference 39. $^d$ Equation 5. $^e$ The difference of $\Delta G_{bind}$ as reported here. $^f$ Present measurements using competition of enantiomer-enriched isoflurane with 1-AMA. $^g$ Low affinity site measured using ITC and a racemic mixture. $^h$ High affinity site measured using ITC and a racemic mixture.

**Binding Affinity.** Experimentally, both (R)- and (S)-isoflurane reduced the fluorescence emission from the HSAF/1-AMA mixture essentially identically in a concentration-dependent manner. Final values of $\Delta G_{bind}^{(S)}$ and $\Delta G_{bind}^{(R)}$ are separated by less than 0.1 kcal/mol, as reported in Table 3. These values compare well with previous measurements$^{28,29}$ using the racemic mixture and either competitive binding with 1-AMA or ITC. In ref 28, however, ITC data was best fit by a two-site model with two sites of different affinity; this result was interpreted to indicate either enantioselectively sensitive affinities or different affinities to sites formed by two light chains compared to a light and heavy chain. Combined with data from the competition assay, experiments suggest a binding affinity ranging from $-5.3$ to $-7.3$ kcal/mol.

Final computational results for $\Delta G_{bind}^{(S)}$ and $\Delta G_{bind}^{(R)}$ are compared to experimental results in Table 3; the course of the calculations as a function of $\lambda$ is shown in Figure 8. Over the course of the calculation, the protein undergoes structural changes due in part to the decoupling algorithm and in part due to natural fluctuations. In particular, Arg59 in the HSAF dimer binding site fluctuates between multiple possible conformations that would require over 100 ns of simulation per window to sample fully; for 22 windows, this corresponds to at least 2.2 μs per calculation. Over shorter, more feasible time scales, it is possible that Arg59 will be in two different conformations in windows $\lambda = 0$ and $\lambda = 1$, due to fluctuations rather than the difference in $\lambda$. The difference in free energy between these two conformations will still be included in the
total decoupling free energy, resulting in an error in the estimated binding affinity.

Such error can be reduced and its extent characterized by using multiple coupling and decoupling cycles per calculation, as described in the Methods section. In this approach, multiple homologous windows are sampled for each value of \( \lambda \), but each is separated by a certain amount of time in which the protein has been allowed to evolve. The separate but identical windows will therefore sample a wider range of conformational space. The distribution of FEP values for repeated transformations provides an estimate of the error caused by slow fluctuations of the protein. The range of the data, rather than a standard error, is provided in Table 3 because the distributions are unlikely to be normal, and successive cycles may not be fully decorrelated.

The SOS column of Table 3 reflects one standard overlap sampling calculation involving all six stages (three coupling and three decoupling) of the data; such an analysis yields \( \Delta G_{\text{mixed}}^{(S)} = -7.8 \) kcal/mol and \( \Delta G_{\text{mixed}}^{(R)} = -8.8 \) kcal/mol. The distributions of experimental and computational measurements overlap for \( \Delta G_{\text{mixed}}^{(S)} \) but are separated by at least 0.7 kcal/mol for \( \Delta G_{\text{mixed}}^{(R)} \). Mutation of \((S)\) into \((R)\) within the HSAF dimer binding site, however, suggests that \( \Delta G_{\text{mixed}}^{(S)(R)} = \Delta G_{\text{mixed}}^{(R)(S)} = 0.1 \) kcal/mol, in agreement with experimental results and the overlapping distributions of the \((S)\) and \((R)\)-isoflurane decoupling calculations but inconsistent with the difference in the mean of the distributions. This inconsistency highlights the difficulties involved in computationally obtaining binding affinities to sites with slow dynamics, and further indicates that the calculations are only accurate within \( 1-2 \) kcal/mol. Differences between experimental and computational results may also be introduced by the presence of a heavy chain in the experimental measurements that was absent from the calculations. In summary, the present isoflurane model provides agreement with experimental measurements of binding affinity to HSAF within the limitations of both methods.

**Conclusion**

An atomistic model of isoflurane has been calibrated to faithfully describe its conformational preferences and intermolecular interactions. Targets for the parametrization include the complete gas-phase conformational energy surface, the molecular electrostatic potential and weak hydrogen bonding to individual water molecules, as well as the density and enthalpy of vaporization of the pure liquid. Isoflurane is found to form weak yet significant hydrogen bonds with water and other hydrogen acceptors. When combined with the CHARMM force field and TIP3P water, the model reproduces experimental solvation data in both water and oil, as indicated by precise free energy calculations. Therefore, the model is expected to provide an accurate description of the behavior of isoflurane at polar/nonpolar interfaces and in amphiphilic sites, which have been suggested to be important for anesthetic action.

The calculated binding affinity of isoflurane to the HSAF binding site agrees with the experimental value, within estimated error. Furthermore, simulations are able to reproduce the orientation of HSAF-bound isoflurane found in the crystal structure. These results support the validity of the isoflurane model for use with proteins described by the CHARMM force field. Simulations are presently underway to investigate the interactions of isoflurane with both membrane lipids and protein cavities.
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**Appendix: Simple Overlap Sampling over Multiple Replicas**

This section presents the expressions used to compute a free energy change \( \Delta A \) using the simple overlap sampling (SOS) formula described by Lu et al., based on multiple, independent simulations (replicas). In this simple scheme, there is no interaction between replicas: their only role is to provide independent sampling.

We consider an “alchemical” transformation between two states, broken up into \( n \) stages or windows by defining a series of \( n - 1 \) intermediate states. Each of the states \( i \) is characterized by the potential energy function \( E_i(\vec{r}) \). \( R \) replica simulations are
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performed, each of them sampling the forward and backward transformations.

For the forward transformation of window $i$ in replica $j$, we define

$$x_i^{(f)} = \langle e^{-\beta \Delta E_i / N} \rangle_{ij}^{(f)} \quad \text{and} \quad x_i^{(b)} = \langle e^{-\beta \Delta E_i / N} \rangle_{ij}^{(b)}$$

(6)

where $\Delta E_i = E_{i+1} - E_i$ and the superscripts $f$ and $b$ indicate sampling of the forward or backward transformation, respectively.

The averages over all replicas are defined as

$$\bar{x}_i^{(f)} = \frac{1}{R} \sum_{j=1}^{R} x_i^{(f)} \quad \text{and} \quad \bar{x}_i^{(b)} = \frac{1}{R} \sum_{j=1}^{R} x_i^{(b)}$$

with standard errors (assuming independent replicas):

$$\varepsilon^2(\bar{x}_i^{(f)}) = \frac{1}{R^2} \sum_{j=1}^{R} (x_i^{(f)})^2 - \frac{1}{R} (\bar{x}_i^{(f)})^2 \quad \text{and} \quad \varepsilon^2(\bar{x}_i^{(b)}) = \frac{1}{R^2} \sum_{j=1}^{R} (x_i^{(b)})^2 - \frac{1}{R} (\bar{x}_i^{(b)})^2$$

where $R$ is the number of replicas. Then, the SOS expression for the free energy change in one window is simply

$$e^{-\beta \Delta \Delta} = \frac{\bar{x}_i^{(f)}}{\bar{x}_i^{(b)}}$$

and the total free energy change is

$$\Delta A = -\frac{1}{\beta} \sum_{i=1}^{n} \ln \left( \frac{\bar{x}_i^{(f)}}{\bar{x}_i^{(b)}} \right)$$

(7)

The standard error of the estimator of $\Delta A$ given in eq 7 can then be estimated as

$$t(\Delta A) = \frac{1}{\beta} \left( \sum_{i=1}^{n} \frac{\varepsilon(\bar{x}_i^{(f)})}{\bar{x}_i^{(f)}} \right)^2 + \left( \frac{\varepsilon(\bar{x}_i^{(b)})}{\bar{x}_i^{(b)}} \right)^2 \right)^{1/2}$$

(8)

Supporting Information Available: CHARMM-format topology and parameter files and PDB coordinate files for (S)- and (R)-isoflurane. This material is available free of charge via the Internet at http://pubs.acs.org.
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